An Introduction to Principal Component Analysis and Its Importance in Biomedical Signal Processing
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Abstract-Principal Component Analysis is used where lots of data, all very confusing, too many variables to consider exists, some of them are probably insignificant. PCA was invented in 1901 by Karl Pearson. It has some basic assumptions i.e. Linearity, Large variances, the principal components are orthogonal. In addition, for PCA to work exactly, one should use standardized data so that the mean is zero. Principle Component Analysis (PCA) is commonly used techniques for data classification and dimensionality reduction.

Index-Terms- Linearity, Large variances, principal components, dimensionality reduction.

I. INTRODUCTION

PCA is a simple, non-parametric method for extracting relevant information from confusing data sets. PCA is a way of identifying patterns in data, and expressing the data in such a way as to highlight their similarities and differences. PCA is a special case of Factor Analysis that is highly useful in the analysis of many time series and the search for patterns of movement common to several series (true factor analysis makes different assumptions about the underlying structure and solves eigenvectors of a slightly different matrix)[1].

Variation Explained by Each Principal Component = \frac{\text{Sum of Eigen Value}}{\text{Number of variables}} (1)

II. BENEFIT OF PCA

A primary benefit of PCA arises from quantifying the importance of each dimension for describing the variability of a data set. PCA can also be used to compress the data, i.e. by reducing the number of dimensions, without much loss of information.

III. ACQUISITION OF DATA

Six healthy subjects (all males [2 non-smoker+4 smoker] and with no prior history of cardiovascular disease) aged between 20 and 25 took part in the experiments after giving the informed consent. All of the experiments were performed at the same university laboratory with the room temperature being maintained at about 20 degrees centigrade during the afternoon time (from 2:00 to 4:00 pm). The subjects were required to have a resting period of at least 5 minutes under relaxation laying on bed for acquiring Electrocardiogram (ECG). The Multifunctional physiological data acquisition system MP35 (Biopac System Inc.) was utilized for signal measurement for ECG and Respiratory signals (by module SS2LA). Airflow Transducer SS11LA & Temperature Transducer SS6L are also used for Respiratory Signal Acquisition. The user friendly analysis package Biopac Student Lab 3.7.6 was used for the signal measurement and Biopac Student Lab PRO 3.7.6 for management, including the signal quality pre-screening, data storage and retrieval. The sampling frequency was 500 Hz for ECG & 1000 Hz for Respiratory signal with hanning window. The signals were
verified visually by a well-trained technician. If the signal quality was poor, the signal would be excluded from further analysis and the subject was asked to repeat the experiment once again.

Figure 1: ECG of all six Subjects

IV. ANALYSIS OF ACQUIRED DATA

The analysis was executed after the experiments were finished and approved. The source code for ECG and Respiratory signal Principal component analysis was developed in MATLAB(R2010a) (MathWorksInc.). Firstly we got data from subjects using BSL3.7.6 software with help of MP35. Secondly, we open the files (ECG & Respiratory data) in BSL PRO 3.7.6, then we got the data of ECG and Respiratory in text format. Finally we analyse the text data using the appropriate Mat-lab. source code. We got the Two PC’s(principal components) of Respiratory and ECG signal plot for the subject those are participating in the experiment. The analysis of acquired data Table(1) is done through simply the mathematical expressions such as eigen values and eigen vectors.

Table 1:

<table>
<thead>
<tr>
<th>Airflow</th>
<th>ECG</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.146484</td>
<td>-0.887146</td>
</tr>
<tr>
<td>-0.147502</td>
<td>-0.567932</td>
</tr>
<tr>
<td>-0.148519</td>
<td>-0.37384</td>
</tr>
<tr>
<td>-0.149536</td>
<td>-0.271606</td>
</tr>
<tr>
<td>-0.150553</td>
<td>-0.214844</td>
</tr>
<tr>
<td>-0.151571</td>
<td>-0.197144</td>
</tr>
<tr>
<td>-0.151571</td>
<td>-0.191956</td>
</tr>
<tr>
<td>-0.149536</td>
<td>-0.178833</td>
</tr>
<tr>
<td>-0.148519</td>
<td>-0.172729</td>
</tr>
<tr>
<td>-0.147502</td>
<td>-0.172424</td>
</tr>
<tr>
<td>-0.146484</td>
<td>-0.173035</td>
</tr>
<tr>
<td>-0.146484</td>
<td>-0.17334</td>
</tr>
<tr>
<td>-0.145467</td>
<td>-0.167236</td>
</tr>
<tr>
<td>-0.145467</td>
<td>-0.15564</td>
</tr>
<tr>
<td>-0.14445</td>
<td>-0.139465</td>
</tr>
<tr>
<td>-0.143433</td>
<td>-0.121765</td>
</tr>
<tr>
<td>-0.142415</td>
<td>-0.10376</td>
</tr>
<tr>
<td>-0.142415</td>
<td>-0.0845337</td>
</tr>
<tr>
<td>-0.141398</td>
<td>-0.0686646</td>
</tr>
<tr>
<td>-0.140381</td>
<td>-0.0561523</td>
</tr>
</tbody>
</table>

Figure 2: Acquiring Respiratory data of Sinus Patient

Figure 3: Acquiring Respiratory data of normal person

Figure 4: Acquired ECG data of Sinus Patient

Figure 5: Acquired Respiratory data of Sinus Patient

Figure 6: Acquired Respiratory data of normal person
The general processor of analysis is as follows

**A. Acquisition of Data**

For signal acquisition we require well established lab setup. In this paper we have done the analysis of two signals (e.g. airflow & ECG) through Principal component analysis. First of all we are acquiring the data through MP36 BIOPAC machinery and after that we are analysing the signal through BIOPAC Acknowledge software.

**B. Adjust the Data**

Adjust the acquired data(signal) simply by subtracting the mean of the particular data from the acquired data.

**C. Find the Covariance Matrix**

Covariance is always measured between two dimensions. Covariance measures how much the dimensions vary from the mean with respect to one another. If we calculate the covariance between one dimension and itself, we will get the variance of that dimension. The covariance matrix describes all relationships between pairs of measurements in the considered data set.

\[
S_{xx} = \frac{1}{n-1} XX^T
\]  

(2)

The basic formula for Covariance is expressed as

\[
\text{cov}(X,Y) = \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{(n-1)}
\]  

(3)

Where  X and Y represents two separate dimensions of data.

**D. Find the Eigen Values & Eigen Vectors(Feature vector)**

Let, \( A = n \times n \) matrix. The scalar \( \lambda \) is an Eigenvalue of A if there exists a non-zero vector \( v \) such that,

\[
Av = \lambda v
\]  

(4)

Where Vector \( v \) is called an eigenvector of A corresponding to eigenvalue \( \lambda \).For each eigenvalue \( \lambda \), the set of all vectors \( v \) satisfying \( Av = \lambda v \) is called eigen space of A corresponding to eigenvalue \( \lambda \).

We can rewrite the condition \( Av = \lambda v \) as,

\[
(A - \lambda I) v = 0
\]  

(5)

I : \( n \times n \) identity matrix.

For a non-zero vector \( v \) to satisfy the above eqn., matrix \( (A - \lambda I) \) must not be invertible.

Non-invertible \( \rightarrow \) determinant of \( (A - \lambda I) \) must be zero.

\[
p(\lambda) = \det(A - \lambda I)
\]  

(6)

is the characteristic polynomial of A. The eigenvalues of A are simply the roots of this characteristic polynomial.

To find eigenvectors,

\[
v = \begin{pmatrix} v_1 \\ v_2 \\ \vdots \\ v_n \end{pmatrix}
\]

Corresponding to an eigenvalue \( \lambda \), we solve the system of linear equations given by,

\[
(A - \lambda I) v = 0
\]  

(7)

**E. Find the Row Feature Vector**

We can easily find Row feature vector, it is just the transpose of Eigen vectors matrix.

**F. Find the New Data Set**

\[
\text{NEW (FINAL) DATA} = \text{ROW FEATURE VECTOR} \times \text{ROW DATA ADJUST}
\]
Row data adjust is also the transpose of the estimated values i.e. adjust data values.

V. CALCULATION OF DIFFERENT STEPS

**Step-1** Calculate the Mean of the two signals

In this we have considered arbitrary data of Physiological Signals Airflow(X), ECG(Y) for understanding i.e. how to calculate Principal Components.

<table>
<thead>
<tr>
<th>Input Data X (e.g Airflow)</th>
<th>Input Data Y (e.g ECG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>3.4</td>
</tr>
<tr>
<td>1.5</td>
<td>1.3</td>
</tr>
<tr>
<td>2.1</td>
<td>1.2</td>
</tr>
<tr>
<td>1.3</td>
<td>0.8</td>
</tr>
<tr>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>0.91</td>
<td>1.6</td>
</tr>
<tr>
<td>1.31</td>
<td>1.9</td>
</tr>
<tr>
<td>1.56</td>
<td>1.2</td>
</tr>
<tr>
<td>2.34</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Sum of X=15.22 Sum of Y=12.28

Mean of X=1.6911 Mean of Y=1.364

**Step-2** Subtract the Mean from the Original Signal (Data)

<table>
<thead>
<tr>
<th>X-Mean of X</th>
<th>Y-Mean of Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8089</td>
<td>2.0356</td>
</tr>
<tr>
<td>-0.1911</td>
<td>-0.0644</td>
</tr>
<tr>
<td>0.4089</td>
<td>-0.1644</td>
</tr>
<tr>
<td>-0.3911</td>
<td>-0.5644</td>
</tr>
<tr>
<td>-0.9911</td>
<td>-1.2644</td>
</tr>
<tr>
<td>-0.7811</td>
<td>0.2356</td>
</tr>
<tr>
<td>-0.3811</td>
<td>0.5356</td>
</tr>
<tr>
<td>-0.1311</td>
<td>-0.1644</td>
</tr>
<tr>
<td>0.6489</td>
<td>-0.5844</td>
</tr>
</tbody>
</table>

**Step-3** Calculation of covariance

To calculate the cov = \[
\begin{bmatrix}
\text{Cov}(x,x) & \text{Cov}(x,y) \\
\text{Cov}(y,x) & \text{Cov}(y,y)
\end{bmatrix}
\]

This is further defined as:

\[\text{Cov}(x,y) = \text{summation of } (x-\text{mean}(x))(y-\text{mean}(y))\]

Similarly for \(\text{Cov}(x,x)\) and \(\text{Cov}(y,y)\).

<table>
<thead>
<tr>
<th>Summation of ((x-\text{mean}(x))(x-\text{mean}(x)))</th>
<th>Summation of ((x-\text{mean}(x))(y-\text{mean}(y)))</th>
<th>Summation of ((y-\text{mean}(y))(x-\text{mean}(x)))</th>
<th>Summation of ((y-\text{mean}(y))(y-\text{mean}(y)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2721</td>
<td>3.6821</td>
<td>3.6821</td>
<td>4.1436</td>
</tr>
<tr>
<td>0.0365</td>
<td>0.0123</td>
<td>0.0123</td>
<td>0.0041473</td>
</tr>
<tr>
<td>0.1671</td>
<td>-0.0672</td>
<td>-0.0672</td>
<td>0.02702</td>
</tr>
<tr>
<td>0.1529</td>
<td>0.2207</td>
<td>0.2207</td>
<td>0.3185</td>
</tr>
</tbody>
</table>

**Step-4** Calculation of Eigen Values & Eigen Vectors from covariance Matrix

\[D = \begin{bmatrix} 1.3359 & 0 \\ 0 & 0.2400 \end{bmatrix} \]

\[V = \begin{bmatrix} 0.6656 & -0.7463 \\ 0.7463 & 0.6656 \end{bmatrix} \]

**Step-5** Calculation of new data set

\[\text{NEW (FINAL) DATA} = \text{ROW FEATURE VECTOR} \times \text{ROW DATA ADJUST} \]

**Step-6** Principal Components Calculation

\[\text{PCA}_1 = [2.7232 -0.1753 0.1495 -0.6815 -1.6033 -0.3441 0.1461 -0.2100 -0.0042] \]

\[\text{PCA}_2 = [0.0049 0.0998 -0.4146 -0.0838 -0.1019 0.7398 0.6409 -0.0116 -0.8733] \]

VI. RESULTS AND DISCUSSION

Here we used the coefficients of the first principal component to derive the respiratory signal but there were also respiratory related changes in the coefficients of some of the lower principal components. This is illustrated in figure 17 where the coefficients of not only the first but also the second principal component clearly show respiratory related changes.
VII. CONCLUSION

It is easy to see that the first principal component is the direction along which the samples show the largest variation. The second principal component is the direction uncorrelated to the first component along which the samples show the largest variation. We have transformed our data so that is expressed in terms of the patterns between them, where the patterns closely describe the relationships between the data. We can define PCA as a meaningful graphical display of model outputs. It has an applicability to both continuous and batch processes. We have shown that in PCA, diagonalization of the covariance matrix results in computation of model parameters directly.

VIII. FUTURE CHALLENGE FOR PCA

PCA to work exactly, PCA should use standardized data so that the mean is zero. But, there is one major drawback to standardization. Standardizing means that PCA results will come out with respect to standardized variables. This makes the further applications of PCA results even more difficult.
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