Abstract—Pattern matching is well known and fundamental problem in bioinformatics. It is one of the emerging areas in computational biology. Searching DNA related data is a common activity for molecular biologists for finding the structural and functional behavior in protein and genes. In this research we propose a new pattern matching technique called an index based sequential multiple pattern matching algorithm. Many algorithms have been proposed but more efficient and robust methods are needed for the multiple pattern matching algorithms. In the current approach we explore a new technique which avoids unnecessary comparisons in the DNA sequence. Due to this, the number of comparisons gradually decreases and comparison per character ratio of the proposed algorithm reduces accordingly when compared to the some of the existing popular methods. The experimental results show that there is considerable amount of performance improvement due to this the overall performance increases.
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I. INTRODUCTION

DNA is the basic blue print of life and it can be viewed as a long sequence over the four alphabets A, C, G and T. DNA contains genetic instructions of an organism. It is composed of nucleotides of four types. Adenine(A), Cytosine(C), Guanine (G), and Thymine (T). The amount of DNA extracted from the organism is increasing exponentially. So pattern matching techniques plays a vital role in various applications in computational biology for data analysis related to protein and gene in structural as well as the functional analysis. It focuses on finding the particular pattern in a given DNA sequence. The biologists often queries new discoveries against a collection of sequence databases such as GENBANK, EMBL and DDBJ to find the similarity sequences. DNA pattern matching is an a fundamental and upcoming areas in computational molecular biology. The field of bioinformatics has many applications in the modern world which includes text editors, search engines, molecular medicines, industry, agriculture and Comparative biology. As the size of the data grows it becomes more difficult for users to retrieve necessary information from the sequences. Hence more efficient and robust methods are needed for fast pattern matching techniques.

Let \( P = \{p_1, p_2, p_3,...,p_m\} \) be a set of patterns which are strings of nucleotide sequence characters from a fixed alphabet set called \( \sum = \{A, C, G, T\} \). Let \( T \) be a large text consisting of characters in \( \sum \). In other words \( T \) is an element of \( \sum^* \). The problem is to find all the occurrences of pattern \( P \) in text \( T \). It is an important application widely used in data filtering to find selected patterns, in security applications, and is also used for DNA searching. Many existing pattern matching algorithms are reviewed and classified in two categories:

- **Exact string matching algorithm**
- **Inexact/approximate string matching algorithms**

Exact string matching algorithm is for finding one or all exact occurrences of a string in a sequence. The problem can be stated as: Given a pattern \( p \) of length \( m \) and a string /Text \( T \) of length \( n \) (\( m \leq n \)). Find all the occurrences of \( p \) in \( T \). The matching needs to be exact, which means that the exact word or pattern is found. Some exact matching algorithms are Naïve Brute force algorithm, Boyer-Moore algorithm [2], Knuth-Morris-Pratt Algorithm [5].

Inexact /Approximate pattern matching is sometimes referred as approximate pattern matching or matches with \( k \) mismatches/ differences. This problem in general can be stated as: Given a pattern \( P \) of length \( m \) and string/text \( T \) of length \( n \) (\( m \leq n \)). Find all the occurrences of sub string \( X \) in \( T \) that are similar to \( P \), allowing a limited number, say \( k \) different characters in similar matches. The Edit/transformation operations are insertion, deletion and substitution. Inexact/ Approximate string matching algorithms are classified into: Dynamic programming approach, Automata approach, Bit-parallelism approach, Filtering and Automation Algorithms. Inexact sequence data arises in various fields and applications such as computational biology, signal processing and text processing. Pattern matching algorithms have two main objectives:

- Reduce the number of character comparisons required in the worst and average case analysis.
- Reducing the time requirement in the worst and average case analysis.

The rest of the paper is organized as follows. We briefly present the background and related work in section II. Section III deals with proposed model i.e., ISMPM algorithm for DNA sequence. Results and discussion are presented in Section IV and we make some concluding remarks in Section V.

II. BACKGROUND AND RELATED WORK

This section reviews some work related to DNA sequences. An alphabet set \( \sum = \{A, C, G, T\} \) is the set of
characters for DNA sequence which are used in this algorithm.

The following notations are used in this paper:
DNA sequence characters $\Sigma = \{A, C, G, T\}$.
$\phi$ denotes the empty string.
$|P|$ denotes the length of the string $P$.
$S[n]$ denotes a text which is a string of length $n$.
$P[m]$ denotes a pattern of length $m$.

CPC-Character per comparison ratio.

String matching mainly deals with problem of finding all occurrences of a string in a given text. In most of the applications it is necessary for the user and the developer to be able to locate the occurrences of specific pattern in a sequence. Some of the exact string matching algorithms are available, such as Naïve string search, Brute-force algorithm, Bayer-Moore algorithm [2], Knuth-Morris-Pratt algorithms [5]. In Brute-force algorithm the first character of the pattern $P$ is compared with the first character of the string $T$. If it matches, then pattern $P$ and string $T$ are matched character by character until a mismatch is found or the end of the pattern $P$ is detected. If mismatch is found, the pattern $P$ is shifted one character to the right and the process continues. The complexity of this algorithm is $O(mn)$. The Bayer-Moore algorithm [2] applies larger shift-increment for each mismatch detection. The main difference the Naïve algorithm had is the matching of pattern $P$ in string $T$ is done from right to left i.e., after aligning $P$ and string $T$ the last character of $P$ will matched to the first of $T$. If a mismatch is detected, say $C$ in $T$ is not in $P$ then $P$ is shifted right so that $C$ is aligned with the right most occurrence of $C$ in $P$. The worst case complexity of this algorithm is $O(m+n)$ and the average case complexity is $O(n/m)$.

In Index based forward backward multiple pattern matching IFBMPMA [8] the elements in the given patterns are matched one by one in the forward and backward until a mismatch occurs or a complete pattern matches. The Knuth-Morris-Pratt algorithm [5] is based on the finite state machine automaton. The pattern $P$ is pre-processed to create a finite state machine $M$ that accepts the transition. The finite state machine is usually represented as the transition table. The complexity of the algorithms for the average and the worst case performance is $O(m+n)$. In approximate pattern matching method the oldest and most commonly used approach is dynamic programming. In 1996 Kurtz [6] proposed another way to reduce the space requirements of almost $O(mn)$. The idea was to build only the states and transitions which are actually reached in the processing of the text. The automaton starts at just one state and transitions are built as they are needed. The transitions those were not necessary will not be built. By using dynamic programming approach especially in DNA sequencing Needleman-Wunsch algorithm [7] and Smith-waterman[9] algorithms are more complex in finding exact pattern matching algorithm. By this method the worst case complexity is $O(mn)$. In the MSMPMA [11] technique the algorithm scans the input file to find all the occurrences of the pattern based upon the skip technique. By using this index as the starting point of matching, it compares the file contents from the defined point with the pattern contents, and finds the skip value depending upon the match numbers (ranges from 1 to m-1). Harspool [4] does not use the good suffix function, instead it uses the bad character shift with right most character. The time complexity of the algorithm is $O(mn)$. Berry-Ravindran [1] calculates the shift value based on the bad character shift for two consecutive text characters in the text immediately to the right of the window. This will reduce the number of comparisons in the searching phase. The time complexity of the algorithm is $O(nm)$. Sunday [3] designed an algorithm quick search which scans the character of the window in any order and computes its shift with the occurrence shift of the character $T$ immediately after the right end of the window.

Ukkonen [10] proposed automation method for finding approximate patterns in strings. He proposed the idea using a DFA for solving the inexact matching problem. Though automata approach doesn’t offer time advantage over Boyer-Moore algorithm [2] for exact pattern matching. The complexity of this algorithm in worst and average case is $O(m+n)$. In this every row denotes number of errors and column represents matching a pattern prefix. Deterministic automata approach exhibits $O(n)$ worst case time complexity. The main difficulty with this approach is construction of the DFA from NFA which takes exponential time and space. The first bit-parallel method is known as “shift-or” which searches a pattern in a text by parallelizing operation of non deterministic finite automation. This automation has $m+1$ states and can be simulated in its non deterministic form in $O(mn)$ time. The filtering approach was started in 1990. This approach is based upon the fact it may be much easier to tell that a text position doesn’t match. It is used to discard large areas of text that cannot contain a match. The advantage in this approach is the potential for algorithms that do not inspect all text characters.

III. INDEX BASED SEQUENTIAL MULTIPLE PATTERN MATCHING METHOD(ISMPM)

In the proposed work we use the indexes for the DNA sequence of character set $\Sigma$ to search a pattern in a string. Let $S$ be a string of length $n$ and the pattern $P$ of length $m$. Let $\Sigma^*$ be the set of all possible strings with the alphabet set $\Sigma$. Then $S, P \in \Sigma^*$, $|S| = n$ and $|P| = m$. Generally $|P| \leq |S|$ i.e., $m \leq n$.

Initially it needs to build up a table called index table, which is useful to reduce the number of comparisons. Once the index table is created for a given string it is used for all types of input patterns. After building the index table for each pattern $P$ it need to check whether the pattern $P$ occurs in the sequence or not. It check for the pattern in the DNA sequence in a sequential order by checking character by character. If the pattern occurs in the sequence it prints the starting index of the pattern else if the pattern doesn’t match then it will stop searching and then go to the next index stored in the index table of the same row. For each pattern we start checking from the first character of the pattern by using the index table.

A. ISMPM Algorithm

Input: String $S$ of $n$ characters and a pattern $P$ of $m$ characters, where $S, P \in \Sigma^*$.
The index based algorithm for multiple pattern matching uses a table (2D vector) called index table. The basic idea used here is to store all the indexes of each character in its corresponding row in the 2D vector. Here it uses a new technique called ASCII value based indexing technique, which is used to reduce the pre-processing time and number of comparisons. The subscript \([S[i]-64]\)%5 always returns subscript values which is used to reduce the pre-processing time and number of comparisons. The subscript \([S[i]-64]\)%5 always returns the index of the first character of the pattern \(P\) in the string \(S\). The second character of the pattern \(P\) doesn’t match from the 2\text{nd} index so it stops the search for \(P\) in the string \(S\). The algorithm compares all the characters one by one from left to right, if all characters match with the pattern it prints pattern from its starting index. If any character mismatches it skips the search and continues to search from the next index by using index table. Let \(S\) be the string of length \(n\), \(P\) be the pattern of length \(m\) and \(S, P \epsilon \sum^*\), and \(i\) be the index of the first character of the pattern \(P\) in the string \(S\). Let \(X_i\) denote the character at the \(i\)th location in the string \(X\). Now for each value of \(i\), we check whether \(P_r = S_{i+r}\) for \(r = 0, 1, 2,..., m-1\).

If it is true for all values of \(r\) then we will print the pattern found at the location \(i\) and continues the search for next value of \(i\).

### B. Trivial cases in comparison

Case i: If \(S = \phi i.e., |S| = 0\) and \(P = \phi i.e., |P| = 0\) then the number of occurrences of \(P\) in \(S\) is 0.

Case ii: If \(S = \phi i.e., |S| = 0\) and for any \(|P| \geq 0\) then the number of occurrences of \(P\) in \(S\) is 0.

Case iii: If \(S \neq \phi i.e., |S| \neq 0\) and for any \(|P| = 0\) then the number of occurrences of \(P\) in \(S\) is 0.

Case iv: If \(S \neq \phi i.e., |S| \neq 0, P \neq \phi i.e., |P| \neq 0\) and \(|S| \leq |P|\) then the number of occurrences of \(P\) in \(S\) is 0.

### C. This section describes different examples using our proposed approach (ISPM) for the DNA sequences.

Let \(S=ACTTCAAGTCAACGATGTCA\) be a string of 20 characters and \(P=TCA\) be a pattern of 4 characters. The following table stores all the indexes of each character \(A, C, G\) and \(T\) in its corresponding row. The 0\text{th} row stores the indexes of occurrences of the character \(T\), 1\text{st} row for \(A\), 2\text{nd} row for \(G\) and 3\text{rd} row stores for \(C\).

<table>
<thead>
<tr>
<th>TABLE II. INDEX TABLE FOR DNA SEQUENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>T0</td>
</tr>
<tr>
<td>A1</td>
</tr>
<tr>
<td>G2</td>
</tr>
<tr>
<td>C3</td>
</tr>
</tbody>
</table>

As the first character starts from 0\text{th} index of the sequence \(S\). The first character in the pattern \(P\) is \(T\) so start search for \(P\) from the 0\text{th} row (which stores the indexes of characters \(T\)). So the first index stored in 0\text{th} row is 2 so the algorithm starts from 2\text{nd} character in the string \(P\) i.e., \(T\) matches the first character in the pattern with the character of first index of the 0\text{th} row in table.  

\(S=ACTTCAAGTCAACGATGTCA\)

\(P=TCA\)

The first character in the pattern matches to the starting index 2 of the 0\text{th} row in indexTable\[4\][20], so continue the match for second character.

\(S=ACTTCAAGTCAACGATGTCA\)

\(P=T\)

The second character doesn’t match from the 2\text{nd} index so we stop the search for \(P\) in \(S\) from the index 2. The next index stored in the 0\text{th} row of indexTable\[4\][20] is 3.

\(S=ACTTCAAGTCAACGATGTCA\)

\(P=T\)

The first character is matched so it continues the search.

\(S=ACTTCAAGTCAACGATGTCA\)

\(P=T\)

The second character of the pattern \(P\) also matches with the corresponding character of \(S\) from the starting index 3.

\(S=ACTTCAAGTCAACGATGTCA\)

\(P=T\)

The third character too matches, so it continues the search.
S = ATTCCTTGCTGCCCGGACGGCCAGGCTTATGTACAAT
P = ATCCAA

The 4th character of P mismatches with the corresponding character of S from the starting index 3, so stop the search and go for the next index for another match. The next index stored in the 0th row of indexTab[4][20] which is the index 8.

S = ATTCCTTGCTGCCCGGACGGCCAGGCTTATGTACAAT
P = ATCCAA

The first character from the starting index 8 of the string S is matched with the first character of the pattern P.

S = ATTCCTTGCTGCCCGGACGGCCAGGCTTATGTACAAT
P = ATCCAA

The second character also matches and we continue our searching the next character.

S = ATTCCTTGCTGCCCGGACGGCCAGGCTTATGTACAAT
P = ATCCAA

The third character as well as the fourth character also matches with the pattern.

S = ATTCCTTGCTGCCCGGACGGCCAGGCTTATGTACAAT
P = ATCCAA

Finally all the characters match with the pattern P in S from the starting index of 8, so we print the pattern from the location 8. The next index stored in 0th row of indexTab[4][20] is 15.

S = ATTCCTTGCTGCCCGGACGGCCAGGCTTATGTACAAT
P = ATCCAA

The first character matches with the pattern P, so continue the searching for P in S.

S = ATTCCTTGCTGCCCGGACGGCCAGGCTTATGTACAAT
P = ATCCAA

The second character in P is not matching with the corresponding character from the index 15, so stop the search from the index 15.

S = ATTCCTTGCTGCCCGGACGGCCAGGCTTATGTACAAT
P = ATCCAA

The last index stored in the 0th row of indexTab[4][20] is 17 we need to start the search from the index 17, but it is skipped because the remaining characters from index 17 are only 3 characters. But the pattern has 4 characters, so it is not possible to find the pattern starting from the index 17, so stop the search from the index 17. Finally the search for P in S is completed, P occurred only one time in the string S.

D. The DNA sequence data has been taken from the Multiple Skip Multiple Pattern Matching algorithm MSMPMA [11] for testing the ISMPM algorithm. It explains large sequence data by taking a DNA biological sequence SεΣ* of size n=1024 and pattern PεΣ*.

AGAACCGAGACAGAAGGTTCATTTCTATGTTCATCGCAA
TAGTTGATACCACCTCCGTGGTCTCACTCTCGCTCAAAAA
AGGCTGTCCCATCTCCAGCTGTAACCTGGTACTACTA
CCAGCCGGAGTAAAGACCGCAGAAGGGAGAAGGGAA
AATGACGCGGTTGGAATCTCTATGGTTAGGATCTGTCG
TACCCAAATTTCTATTAAATATACCCATAGGACCCCCCTTCG
ACCTAGACTATGGTTATAGGACAGGCGTTTAACTCCTC
ACTGTTGGAGGCGCTTCAACACGGCGAGCCACAAAAATTG
CTTCTAGCTCAATGAAAGAATGCTGGGTGTATGCCC
AACCCCCCTTGGTCCCGGACGGCCACGCTTATGTACAAT

S = CCACCGCGGTACTACATCTTTGTGTCATGTTAGGGTTCA
GTCTTCCGGAATAGCCGTCTATCGTTACTATTGATTGGAC
AACAAGGTATTCGCGCGGATATCAGTCGCTCTCGTGTG
ATGGAATTTGCTGATGCGCAAGCGGTGAATACCGCGGCT
CCAATTCGTTGTTCCGGGCTGATGGAGTGATGCACTCGG
GAATCGTTGCTGAAACAGACCTGGATATGGCTATACCTCA
TTCCCTCGCCATTTTGTTAGCTCTATAGGGCGTTTTTGGC
GAATGAAATTTGCGACCACACTCTGCAAGAATGCGAAC
CTGGCTCTGGAGGCGCTGTCGGTCGACATGGAAGAGCC
GTCTCGCGGCTAAATTTCCCCCAAGCTTTGCAACATAGGCC
ATTTTAATTACAAAGTGCGACAAATAAAATGTGACAGCA
TAATCGAAGATAGCCGCGATATGATGAGAATTGGGAAAC
AGGTGTCGAAAGACCGCCGCTACTGTTCGATCGATG
GATTCAGAGATATCGAGGACCAGCATATGCTCCTGG
GCTTACGAGAATATTACTCTGCTATTGCGACACCCCTTTT
GCCACGGCCCTTGTCAAGATGTATGTCATTAATATGACA
ATACATGGCTATGGCTTCTTCGCTAATCCCTCGG

The Index Table (indexTab[4][1024]) for sequence S is very large to show here. For different patterns the number of occurrences and the number of comparisons is shown in Table.III. For different patterns P’s the number of occurrences and the number of comparisons is shown in the below. To check whether the given pattern presents in the sequence or not we need an efficient algorithm with less comparison time and complexity. In general algorithms like Brute force or other conventional algorithms will take much time to do the searching process. The proposed ISMPM technique is one simple solution which gives better performance and less complexity. This algorithm can be appreciated for decreasing the number of comparisons as well as CPC ratio compared with some of the popular algorithms as shown in the next section.

IV. RESULTS AND DISCUSSIONS

Patterns of length from 1 to 20 are randomly selected from the input text and searched by the proposed method. To check whether the given pattern is present in the sequence or not we need an efficient algorithm with less comparison time and low complexity. In Table.III we have compared and analyzed the results with different pattern sizes ranging from 1 to 20. Experimental results indicate that index based sequential multiple pattern matching algorithm gives very good performance related to the some of the existing methods. As we move towards the higher length of the pattern the number of comparisons decreases as shown in the below table.

TABLE III. EXPERIMENTAL RESULTS OF ISMPM ALGORITHM

<table>
<thead>
<tr>
<th>S.No</th>
<th>Pattern(P’s)</th>
<th>Pattern Length</th>
<th>No. of Occr</th>
<th>ISMPM Comp</th>
<th>CPC Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>1</td>
<td>259</td>
<td>259</td>
<td>0.252</td>
</tr>
<tr>
<td>2</td>
<td>4G</td>
<td>2</td>
<td>518</td>
<td>518</td>
<td>0.505</td>
</tr>
<tr>
<td>3</td>
<td>4T</td>
<td>3</td>
<td>542</td>
<td>542</td>
<td>0.529</td>
</tr>
<tr>
<td>4</td>
<td>4AG</td>
<td>4</td>
<td>614</td>
<td>614</td>
<td>0.599</td>
</tr>
<tr>
<td>5</td>
<td>4AGI</td>
<td>5</td>
<td>627</td>
<td>627</td>
<td>0.612</td>
</tr>
<tr>
<td>6</td>
<td>4AGII</td>
<td>6</td>
<td>648</td>
<td>648</td>
<td>0.632</td>
</tr>
<tr>
<td>7</td>
<td>4AGIII</td>
<td>7</td>
<td>596</td>
<td>596</td>
<td>0.582</td>
</tr>
<tr>
<td>8</td>
<td>4AGIV</td>
<td>8</td>
<td>651</td>
<td>651</td>
<td>0.635</td>
</tr>
<tr>
<td>9</td>
<td>4GCTAA</td>
<td>9</td>
<td>584</td>
<td>584</td>
<td>0.570</td>
</tr>
</tbody>
</table>
The following are observed from the experimental results.

- Reduction in number of comparisons.
- The ratio of comparisons per character has gradually reduced and is less than 1.
- Suitable for unlimited size of the input file.
- Once the indexes are created for input sequence we need not create them again.
- It gives the good performance for DNA related sequences.

V. CONCLUSION

This study introduced a new ISMPM algorithm for pattern searching algorithm. This paper gives the most efficient method for determining DNA pattern matching sequences. It is a simple approach for finding the multiple patterns from given sequence file. The proposed algorithm gives better performance compared with other algorithms. Based on the experimental work carried out with DNA sequence data, ISMPM approach gives good performance.
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Table IV shows experimental results of different algorithms like MSMPMA, Brute-Force, Trie-Match, naïve string matching with the ISMPM algorithm. The performance of these algorithms are observed with two parameters namely number of comparisons and comparisons per character (CPC). The results shows that ISMPM provides best performance.

**TABLE IV. COMPARISON OF DIFFERENT ALGORITHMS**

<table>
<thead>
<tr>
<th>Pattern</th>
<th>ISMPM</th>
<th>MSMPMA</th>
<th>Brute-Force</th>
<th>Tri-Match</th>
<th>Naïve String</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of Occ</td>
<td>No. of Comp</td>
<td>No. of Comp</td>
<td>No. of Comp</td>
<td>No. of Comp</td>
</tr>
<tr>
<td>T</td>
<td>259</td>
<td>0.2024</td>
<td>0.0024</td>
<td>0.0025</td>
<td>0.0025</td>
</tr>
<tr>
<td>GG</td>
<td>59</td>
<td>0.5810</td>
<td>0.5810</td>
<td>0.5810</td>
<td>0.5810</td>
</tr>
<tr>
<td>CA</td>
<td>11</td>
<td>0.5820</td>
<td>0.5820</td>
<td>0.5820</td>
<td>0.5820</td>
</tr>
<tr>
<td>GC</td>
<td>5</td>
<td>0.5850</td>
<td>0.5850</td>
<td>0.5850</td>
<td>0.5850</td>
</tr>
<tr>
<td>TATT</td>
<td>2</td>
<td>0.5870</td>
<td>0.5870</td>
<td>0.5870</td>
<td>0.5870</td>
</tr>
<tr>
<td>GAAAAGG</td>
<td>1</td>
<td>0.5890</td>
<td>0.5890</td>
<td>0.5890</td>
<td>0.5890</td>
</tr>
<tr>
<td>CCTGTAATT</td>
<td>1</td>
<td>0.5910</td>
<td>0.5910</td>
<td>0.5910</td>
<td>0.5910</td>
</tr>
<tr>
<td>GCCGTTCTAAGGCG</td>
<td>1</td>
<td>0.5930</td>
<td>0.5930</td>
<td>0.5930</td>
<td>0.5930</td>
</tr>
</tbody>
</table>

Fig.1. is the graph for the comparison of different pattern matching algorithms with ISMPM. The current technique gives very good performance in reducing the number of comparisons when compared with some of the popular algorithms like MSMPMA, Brute-force, Trie-match and Naïve string search algorithms. The dotted line represents the ISMPM model where as MSMPMA, Brute-Force, Trie-matching and Naïve searching are shown by solid lines. As the size of the pattern increases the number of occurrences decreases and is equal to 1 in many cases shown in the above table III. From the experimental results shown above of pattern size 8 to 20 the occurrences is almost 1 in all the cases.